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A quantitative study of the interaction of two Richtmyer–Meshkov-unstable
gas cylinders
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We experimentally investigate the evolution and interaction of two Richtmyer–Meshkov-unstable
gas cylinders using concentration field visualization and particle image velocimetry. The heavy-gas
(SF6) cylinders have an initial spanwise separation ofS/D ~whereD is the cylinder diameter! and
are simultaneously impacted by a planar, Mach 1.2 shock. The resulting flow morphologies are
highly reproducible and highly sensitive to the initial separation, which is varied fromS/D'1.2 to
2.0. The effects of the cylinder–cylinder interaction are quantified using both visualization and
high-resolution velocimetry. Vorticity fields reveal that a principal interaction effect is the
weakening of the inner vortices of the system. We observe a nonlinear, threshold-type behavior of
inner vortex formation aroundS/D51.5. A correlation-based ensemble-averaging procedure
extracts the persistent character of the unstable flow structures, and permits decomposition of the
concentration fields into mean~deterministic! and fluctuating~stochastic! components. ©2003
American Institute of Physics.@DOI: 10.1063/1.1555802#
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I. INTRODUCTION

The Richtmyer–Meshkov~RM! instability ~Meshkov,1

Richtmyer2! occurs during the impulsive acceleration of m
terial interfaces in which the density gradient and press
gradient are misaligned. This misalignment leads to a ba
clinic deposition of vorticity that distorts the interface, lea
ing to mixing and transition to turbulence at late time. R
instability has applications in a wide range of areas; th
prominent examples are inertial confinement fusion~Lindl
et al.3!, astrophysics~Arnett et al.4!, and supersonic combus
tion ~Yang et al.5!.

Most research in RM instability has focused on a p
turbed single interface, the simplest example of which i
sinusoidal initial condition~e.g., Jacobs and Sheeley;6 Jones
and Jacobs;7 Sadotet al.8!. A slightly more complex exten-
sion of this is a layer or ‘‘curtain’’ of gas that results in
perturbed double interface~Jacobset al.;9 Rightleyet al.;10,11

Prestridgeet al.12,13!. For a current review of the RM insta
bility the reader is referred to the recent article
Brouillette14 and the more specific but complementary arti
by Zabusky,15 which emphasizes the role of coherent stru
tures in the flow.

One simple test problem of recent interest is a sh
wave interacting with a cylindrical~or circular, in two di-
mensions! fluid interface. This problem has been studi
analytically in terms of vorticity deposition~Samtaney and
Zabusky;16 Picone and Boris17!, computationally ~Yang
et al.;5 Quirk and Karni;18 Zoldi19!, and experimentally
~Haas and Sturtevant;20 Jacobs;21 Prestridgeet al.22!. In this
configuration, experiments and simulations show that the
9861070-6631/2003/15(4)/986/19/$20.00
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terface enters a regime of nonlinear growth immediately, a
the flow is soon dominated by a counter-rotating vortex p
which evolves from the opposite-sign vorticity that is bar
clinically deposited along opposing edges of the cylinder.
later time, waviness appears along the interface with a c
acteristic length scale much less than that associated with
primary instability. This waviness is typically interpreted as
manifestation of a secondary instability, possibly associa
with Kelvin–Helmholtz shear instability, or possibly baro
clinic in nature~Cook and Miller;23 Zabusky24!. Eventually,
the combination of instabilities will transition the flow to
state of incipient turbulence.

Experimentally, investigation of RM instability remain
a challenge, although over the last decade or so there h
been significant advancements in the field. In terms of
proving the ideality of the instability, experiments with
membraneless interface between diffuse gases were first
formed by Brouillette and Sturtevant,25,26 and this improve-
ment has been refined by several others since that time~e.g.,
Bonazza and Sturtevant;27 Jones and Jacobs7!. In terms of
improving the diagnostic, laser-sheet visualization of t
flowfield has proven quite effective~e.g., Jacobset al.;28

Budzinskiet al.29!, and, like the membraneless interface, th
technique is now commonly employed.

In the current body of work on RM instability, howeve
quantitative experimental measurements are scarce. In
ticular, high-resolution, quantitative estimates of veloci
vorticity fields are almost nonexistent—even though the de
posited vorticity is the principal mechanism driving th
© 2003 American Institute of Physics
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instability. This scarcity is both a consequence of and a t
tament to the difficulty of performing planar, quantitativ
velocity measurements in a shock-accelerated flow. Ano
important and challenging issue in RM research is exp
mental repeatability. The sensitivity of the flow evolution
the initial conditions is well known, and often manifest
scatter in experimental data. As a result, highly repeata
experiments are the exception rather than the rule. In
present experiment, we aim to address these key void
experimental RM research.

We report high-resolution, quantitative concentrati
and velocity/vorticity measurements of a highly repeata
experiment. The evolution and interaction of two shoc
accelerated, heavy-gas cylinders are investigated, as an
tension of the single-cylinder problem.~Visualization results
on the double-cylinder problem were first reported
Tomkinset al.,30 with qualitative analysis.! The cylinders are
initially separated spanwise with nominal center-to-cen
spacingS/D, whereD is the cylinder diameter, and impacte
with a planar, Mach 1.2 shock wave. The initial spacing
incrementally varied fromS/D'1.2 to 2.0. Like the single-
cylinder case, the double-cylinder problem has a simple
tial geometry however, varying the initial cylinder spacin
reveals highly complex behavior on both the large and sm
scales of the flow. The problem is interesting both from
shock–gas interaction standpoint—the shock wave mus
fract differently for each spacing as it passes through
structures—and from a vortex dynamics standpoint, as
post-shock flow involves the interaction of two to four vort
columns. The evolution of the flow structures is captur
immediately before shock impact and at six times after sh
impact using concentration-field visualization. In an indep
dent set of experiments, particle image velocimetry~PIV! is
used to capture the velocity field in the streamwise–spanw
plane at one~late! time, with the highest experimental res
lution reported to date. The visualization and velocity resu
are linked by the high repeatability of the experiment.

The visualizations reveal that the flow morphologies
highly sensitive to the initial cylinder spacing, and hence,
degree of interaction between the cylinders. We quantify
effects of this interaction in terms of the concentration a
vorticity fields, and introduce a new, rotationally invaria
measure of mixing-zone width. These quantitative res
show that the innermost vortex associated with each cylin
becomes increasingly weak as the cylinder spacing is
duced, and idealized simulations that incorporate this atte
ation yield flow patterns that match the experimental data
all spacings studied. We also introduce a correlation-ba
ensemble-averaging technique, which extracts the persis
character of the unstable structures. The technique yields
first meaningful ensemble averages obtained on a sh
accelerated, unstable flow, and confirms the repeatabilit
the experiment. The concentration fields are decompo
into mean and fluctuating components, permitting calculat
of the rms concentration fluctuations, which provides a qu
titative measure of the sensitivity to initial conditions.
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II. EXPERIMENT

A. Experimental facility

A side-view schematic of the shock tube is presented
Fig. 1. The shock is generated by placing a diaphragm at
downstream end of the driver section, and pressurizing
section to 20 psig. Solenoid-driven blades puncture the
phragm, releasing a Mach 1.2 shock in air, which becom
planar as it propagates through the driven section and
pacts one or two cylinders of heavy gas in the test sect
The heavy gas is sulfur hexaflouride, SF6 , with a density five
times that of air. The tube cross-section is 75 mm375 mm.

A schematic of the test section is shown in Fig. 2. T
gas cylinders are created as follows. Heavy gas is fed in
container that is elevated above the test section. Glycol/w
fog droplets~nominally 0.5mm in diameter, created with a
commercial theatrical fog generator! are well mixed with the
gas, and the combination is allowed to flow into the te
section driven by gravity and mild suction. The volume fra
tion of the particles in the gas is approximately 1:107. The-
oretical and experimental analyses confirming the flo
tracking fidelity of the particles were performed by Rightle
et al.10,11 and Prestridgeet al.,12 and included comparison
with direct Rayleigh scattering from the SF6 without fog
present. The geometry of the gas–fog mixture in the t

FIG. 1. Side-view schematic of shock tube.

FIG. 2. Schematic of shock tube test section.
 license or copyright, see http://pof.aip.org/pof/copyright.jsp
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section depends upon the shape of the output orifice, w
in the present experiment is either one nozzle of circu
cross-section~to create a single vertical gas cylinder! or two
circular nozzles separated spanwise~to create two gas cylin-
ders, as depicted in Fig. 2!. The vertical flow velocity~'10
cm/s! is small in comparison with the speed of the sho
~'400 m/s! or the convection velocity of the unstable flo
structures~'100 m/s!. The flow system is modular in tha
the sections containing the nozzles may be interchan
Thus, one insert is machined for each geometry, and the
tial conditions are changed by simply switching inserts;
this way, the center-to-center spacing,S, of the cylinders is
carefully controlled, and adjusted in a repeatable fash
Each insert is designed to produce a smooth, laminar fl
and visual inspections of the flowing gas reveal steady, t
dimensional cylinders with smooth edges. A more rigoro
test of the repeatability and control of the initial conditio
~ICs!, however, is provided by the actual data. Statisti
analysis of the images~presented in a later section! shows
high repeatability from shot to shot for each initial spaci
on the scales associated with the initial geometry and
primary interfacial instability. Due to the sensitivity of th
flow evolution to the initial gas configuration, this repeatab
ity provides strong evidence that the ICs are well-controll

A top-view cross-section of the double-cylinder config
ration immediately before shock impact is shown schem
cally in Fig. 3. The cylinders are depicted here with sha
edges, and indeed, images of the initial conditions reve
relatively sharp interface between the seeded dense gas
the surrounding air. It is likely, however, that as the S6

travels downward into the test section, it will diffuse into th
air faster than the particles that are embedded within
Hence, the cylinder edges will not be truly sharp, and
density gradient will be reduced. In the present work, vi
alization experiments are conducted atnozzleseparations of
S/D51.2, 1.4, 1.5, 1.6, 1.8, and 2.0, whereD is the cylinder
diameter~here D'3.1 mm). These are the spacings ref
enced in the text; however, due to a slight convergence of
flowing cylinders that occurs immediately below the exit o
fice, the actual spacings are slightly different:S/D'1.09,
1.34, 1.38, 1.54, 1.79, and 2.02~60.025!, respectively, as
measured from the initial condition images. An additional
of experiments is performed for the case of a single cylind
for comparison.

FIG. 3. Schematic of double-cylinder configuration. The initial center-
center separation,S, is varied from 1.2D to 2.0D, whereD is the cylinder
diameter.
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B. Visualization

The flow is illuminated with a custom Nd:YAG laser tha
provides seven pulses~'3 mJ/pulse at 532 nm!, each ap-
proximately 10 ns in duration, spaced 140ms apart. The
beam is spread to form a horizontal sheet in the test sec
parallel with the tube floor~as depicted in Figs. 1 and 2!, and
is focused down in the vertical direction to less than 1 mm
thickness. Optical access for the beam is provided by a g
window in the tube end section. The timing of the laser~and
cameras! relies on a pressure transducer located in the sh
tube wall directly upstream of the test section. The lase
timed to provide one pulse immediately before shock impa
to illuminate the initial condition, and six pulses during th
postshock flow evolution, before the structures of inter
convect out of the test section. All data are acquired bef
the shock reflected from the end section or the rarefrac
from the driver section reach the test section. Approximat
15 realizations are captured at each initial separation.
initial conditions are captured with a Photometrics 5123512
CCD camera, labeled ‘‘IC’’ in Fig. 2, which is tilted at 45° t
the light sheet. The image of the initial conditions
remapped to compensate for the combination of the resul
distortion and the ‘‘fish-eye’’ effect produced by the IC len
The mapping procedure uses bicubic splines. The mapp
coefficients are determined by acquiring a distorted image
a test grid, and comparing with the same grid undistort
The light scattered from the gas during the six postshock~or
‘‘dynamic’’ ! laser pulses is captured with a Hadland Pho
nics 11343486 gated and intensified camera, label
‘‘DYN’’ in Fig. 2, which is aligned normal to the light sheet
This camera does not image individual particles, but colle
images of local particle concentration, which in the po
shock flow is proportional to the local density~Rightley
et al.;10,11 Prestridgeet al.12!. Because the structure is con
vecting at approximately 100 m/s, the entire event~from the
IC capture to the last dynamic pulse! takes less than 1 ms.

C. Particle image velocimetry

In addition to the visualization data, velocity measur
ments are performed using digital particle image velocime
~PIV!.31–33One velocity field is obtained per realization, an
data are acquired at three spacings:S/D51.2, 1.5, and 2.0.
In PIV, the flow is seeded with small tracer~fog! particles,
though at a concentration less than that typically used
flow visualization, and the particles are illuminated by
pulsed light source formed into a sheet. Typically the shee
pulsed twice in rapid succession, and the particle ima
from both pulses are recorded. The displacement of the
ticles is estimated using a spatial correlation of the intens
and the velocity vector at a given location is recovered
simply dividing the displacement by the time between t
pulses,û5DX/Dt.

In the present experiment, the velocity measurements
performed att5750ms after shock passage~corresponding
to the sixth dynamic image!. The flow cannot at once be

-
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optimally seeded for both PIV and flow visualization; th
former requires a uniform distribution of particles througho
the two fluids, and the latter requires a dense distribution
particles within one fluid. Hence, the PIV measureme
must be obtained independently from the visualization m
surements. Four to seven valid PIV measurements are
tained at each spacing.

The background gas is seeded by injecting particles
the test section prior to release of the shock wave. Any fl
tuations introduced by the injection are allowed to die do
before the shot is fired. The first of the two required la
pulses is the final pulse from the flow visualization laser;
second is provided by a New Wave Nd:YAG~'10 mJ/pulse
at 532 nm! approximatelyDt53 ms after the first pulse. The
beams are spread horizontally, to form a sheet, but focu
down vertically, so that their focal waists are in the test s
tion. The sheets are carefully aligned to be coplanar wit
the camera field of view. The scattered light is imaged ont
Kodak Megaplus ES 1.0 8-bit camera, marked ‘‘PIV’’ in Fi
2, which offers 1k31k resolution and records the light from
the two pulses onto separate frames. The PIV camera foc
only on a small region, 12 mm312 mm, through which the
unstable structure passes at late time (t5750ms); the greater
magnification permits resolution~and subsequent correla
tion! of individual particles. The dynamic camera and
camera are also set to acquire images during each PIV
ization. Due to the background seeding, the flow structure
these images are more difficult to visualize, but with sligh
higher seeding density in the SF6 the size and the shape o
the structures are visible. These images, in combination w
additional flow visualization images~in which only the SF6
is seeded! obtained immediately before the PIV data, provi
confirmation that the structures measured by the PIV
consistent with those measured in the flow visualization.

The PIV images are then interrogated to obtain veloc
information. The present interrogation is carried out usin
standard two-frame cross-correlation algorithm with discr
window offset~Christensenet al.;34 a general description o
the algorithm may be found in Raffelet al.35!. The sizes of
the first and second interrogation windows are 32332 pixels
and 64364 pixels, respectively, and the window overlap
set to 50% to satisfy Nyquist’s sampling criterion~Meinhart
et al.36!. An additional set of interrogations is performe
with a first window size of 40340 pixels for S/D52.0.
These images are slightly noisier than the images at the o
spacings, and this window size yields an interrogat
quality—in terms of percentage of spurious vectors, as
cussed in the following—consistent with the other spacin
This set of velocity fields is used for theS/D52.0 circula-
tion estimates. The resulting resolution~space between vec
tors! is 187mm ~234mm for 40340 interrogation spots!. The
offset is chosen to place the correlation peak near the ce
of the correlation plane, and hence remove any bias du
edge effects. A Gaussian three-point estimator is used
correlation peak fitting. Prasadet al.37 estimate the random
error associated with determination of the correlation p
location as 0.07dt , wheredt is the particle image diamete
In the present study, this error is approximately 1.0%–1.
of the convection velocity. After interrogation, invalid o
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spurious vectors are identified by both global and local s
tistical tests and removed~Westerweel38!. The same statisti-
cal tests are used to determine if removed vectors may
replaced by the second or third displacement peaks in
correlation plane. This procedure typically removes appro
mately 3% of vectors; these are then replaced by itera
interpolation. Finally, one pass with a weak Gaussian filte
performed to remove high-frequency noise.

III. FLOW MORPHOLOGIES

Tomkinset al.,30 hereafter referred to as ‘‘TPRVB,’’ pre
sented flow morphologies and qualitative analysis of t
shock-accelerated, interacting gas cylinders with initial sp
wise separation. In this section, we present similar m
phologies, and review the relevant points of discussion
TPRVB to place the current quantitative analysis in conte

Before considering the more complex double-cylind
case, let us first review the case of an individual cylind
interacting with a shock wave. Flow morphologies for
single shock-accelerated gas cylinder are presented in Fi
Here, the shock and flow are left to right, and the leftm
image represents the~initial! conditions ~ICs! immediately
before shock impact. The six subsequent images, from le
right, are acquired att550, 190, 330, 470, 610, and 750ms
after shock impact, respectively. Only the SF6 is seeded, so
that image intensity monotonically increases with concen
tion of SF6 . The initial condition image has a reduced inte
sity relative to the six ‘‘dynamic’’ images because it wa
acquired with a different, nonintensified, camera. Slig
variations in image intensity at different ‘‘dynamic’’ expo
sures are the result of slight variations in laser pulse int
sity.

As the shock wave passes through the cylinder, it dep
its regions of opposite-sign vorticity on the upper and low
cylinder edges. This vorticity causes nonlinear growth of
interface and rolls up into two vortices, so that the flow
quickly dominated by a counter-rotating vortex pair. At lat
times,t5470ms and beyond, a waviness is present along
air–SF6 interface; this waviness is interpreted as the ma
festation of a secondary instability. The streamwise~W! and
spanwise (H1) dimensions of the single cylinder, as define
by its bounding box, are presented in Fig. 11 along w
results for the double-cylinder case. As discussed in TPR
however, for purposes of comparison it is sufficient to no
that in the single-cylinder case the flow is dominated by t
equal strength vortices, and, with the exception of the sm
scales, the flow morphologies are symmetric about the sp
wise midplane.

TPRVB used the insights gained from the single-cylind
experiment to perform a prediction of the flow morphologi
in the double-cylinder case. The prediction was based

FIG. 4. Flow morphologies of a single shock-accelerated gas cylindert
50, 50, 190, 330, 470, 610, and 750ms after shock impact.
 license or copyright, see http://pof.aip.org/pof/copyright.jsp
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FIG. 5. Vortex blob simulation of two shock-
accelerated gas cylinders forS/D52.0. ~a! Initial con-
dition; ~b! early time;~c! late time.
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idealized vortex dynamics implemented in a ‘‘vortex blob
simulation~Nakamuraet al.,39 Rightleyet al.10!. This incom-
pressible simulation does not capture all of the physics of
flow; rather, it is intended as a rough predictive guide to
flow morphologies givenidealizedvorticity deposition. An
initial distribution of vorticity is specified, and the flow i
permitted to evolve in time. Flow morphologies are visu
ized by placing massless ‘‘marker particles’’ in the flow.
the two-dimensional double-cylinder simulation, the mark
particles are configured as two circles~or cylinder cross-
sections!, to represent the dense gas, and the baroclinic
deposited vorticity is simulated by placing two ‘‘blobs’’ o
equal-strength, opposite-sign vorticity along the upper a
lower edges of each cylinder. A vortex ‘‘blob’’ is an idea
point vortex with a correction to create a Gaussian core~in-
stead of a singularity! to reduce numerical errors in the sim
lation.

The results from the idealized simulation are presen
in Fig. 5. The initial spacing isS/D52.0, as seen in Fig
5~a!. The evolution of the cylinders is presented in Figs. 5~b!
and 5~c! at early and late time, respectively. At early tim
the vorticity deposited around each cylinder rolls up to fo
an apparent counter-rotating vortex pair, and each vortex
trains the dense gas into its core. These morphologies
qualitatively similar to two single-cylinder morphologie
with spanwise separation. One obvious difference is
slight rotation of the structures in the double-cylind
case—an early indication of interaction. At late time, F
5~c!, the structures begin to deviate more significantly fro
the single-cylinder case. The two inner vortices, a
counter-rotating, are mutually induced downstream rela
to the outer vortices. Hence, the vortex blob simulations s
gest that even at the largest separation, interaction betw
the cylinders may significantly affect the resulting flow stru
tures. The results from these idealized simulations are s
ported by two recent computational efforts,40,41 which yield
flow morphologies that are qualitatively consistent with t
vortex blob results atS/D52.0.

Flow morphologies for the double-cylinder case are p
sented in Figs. 6–8. As in Fig. 4, each image contains
initial condition and six postshock or dynamic exposur
Measurements are performed at six values of the cente
center spacing:S/D51.2, 1.4, 1.5, 1.6, 1.8, and 2.0, nom
nally. The high repeatability of the data permits presentat
of only one realization per spacing—each image is repres
tative of the ensemble of data~at a given spacing!. TPRVB
classified the data sets into three groups, depending on
degree of interaction associated with each spacing;
Downloaded 26 Aug 2005 to 128.165.51.58. Redistribution subject to AIP
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groups were labeled ‘‘strong,’’ ‘‘moderate,’’ and ‘‘weak’’ in-
teraction. Two spacings are associated with each catego

Examples of ‘‘weak interaction’’ are presented in Fig.
The initial cylinder separations areS/D52.0 and 1.8. Fol-
lowing TPRVB, in weak interaction cases the resulting flo
structures look qualitatively similar to two single-cylinde
morphologies, and two vortices form per cylinder. The int
action between the cylinders creates slow rotation and
alteration of the trajectory of the structures.

The morphologies presented in Fig. 6~a! for S/D52.0
are clearly different from those predicted by the~idealized!
vortex blob simulation at the same initial spacing. While
both sets of results the deposited vorticity rolls up into tw
counter-rotating vortex pairs, the rotation of the structu
induced by the vortices is different—in the computations,
innermost vortices are induced downstream, while in the
periment, the innermost vortices move upstream, relative
the outer vortices, and outwards. TPRVB offer the followi
interpretation of this difference. The simulated results
consistent with the motion of idealized vortices, of equ
strength, in a plane. The experimental results, then, ar
odds with the motion of idealized vortices of equ
strength—but would be consistent with idealized vortex d
namics if the outer vortices were stronger than the in
ones. In Sec. V, we present vorticity measurements that s
port this hypothesis and quantify the relative vort
strengths.

Examples of flow morphologies resulting from ‘‘mode
ate interaction’’ are presented in Fig. 7. Here, the initial se
rations areS/D51.6 @Fig. 7~a!# and S/D51.5 @Fig. 7~b!#.

FIG. 6. Flow morphologies for two interacting, shock-accelerated gas
inders: weak interaction. Images att50, 50, 190, 330, 470, 610, and 750ms
after shock impact.~a! S/D52.0; ~b! S/D51.8.
 license or copyright, see http://pof.aip.org/pof/copyright.jsp
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TPRVB attach the label ‘‘moderate’’ to these spacings
cause in the resulting morphologies two vortices continue
form per cylinder, but now the formation of the inner vor
ces is severely retarded—they simply appear as rolled
disks~or columns, in three dimensions! of dense gas. Hence
the actual flow structures are being altered, in addition to
rate of rotation.

In Fig. 8, flow morphologies for the case of ‘‘stron
interaction’’ are shown, with nominal initial spacings o
S/D51.4 and 1.2. In these cases, the flow structures
fundamentally altered; specifically, the inner vortices do
appear to form at all, and the flow is completely domina
by the outer vortices. The smallest initial separation@Fig.
8~b!# produces a structure that is both qualitatively and qu
titatively very similar to the single-cylinder case~see mea-
suresW andH1 in Fig. 11, which are within 7% and 3% fo
the two cases, respectively!. Note also the existence of wav
ness along the air–SF6 interface, evidence of a seconda
instability, as seen in the single-cylinder visualizations.

Previous data for comparison with the observed m
phologies are scarce. To the authors’ knowledge, only
previous study has considered the double-cylinder probl
Yang et al.5 performed a computational study in which the
focused on shock-accelerated, light-gas single cylinders,
several other cases were simulated as well, including dou
cylinder configurations with spanwise spacings ofS/D
51.2, 1.5, 2.0, and 3.0 impacted by a Mach 1.1 shock. T
authors investigated shock-induced mixing using the stre
ing rate of the material interface as the relevant metric,
found a higher rate for the two smaller spacings relative
the larger ones. A similar analysis on the present data d
not reveal a clear trend like that seen in the numerical stu
however. This is perhaps due to the obvious difference
the two studies and/or the high level of small-scale activ
observed in the experimental results that is not typica
present in computations~which may strongly affect the in
terface length, particularly at late time!.

The TPRVB visualization results clearly reveal that t
degree of interaction, and hence the resulting flow morph
ogy, is highly sensitive to the initial cylinder separation. A
excellent example of this sensitivity, as discussed in TPRV
is the possible existence of a bifurcation point in the flow
S/D decreases below 1.5. The branches of this apparen
furcation would correspond to the postshock formation

FIG. 7. Flow morphologies for two interacting, shock-accelerated gas
inders: moderate interaction. Images att50, 50, 190, 330, 470, 610, an
750 ms after shock impact.~a! S/D51.6; ~b! S/D51.5.
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two and four vortices. Hence, an alteration of the initial sp
ing by a mere 7% (S/D51.4 to 1.5! appears to lead to very
different flow morphologies. TPRVB proposed two mech
nisms by which this keenly sensitive interaction may occ
One possibility is the mutual annihilation, or attenuation,
the inner vortices a short time after shock passage. The
sulting inner vortices would then be weaker than the ou
ones, and decreased spacing would lead to increased at
ation. A second possibility is that the presence of a sec
cylinder in close proximity to the first affects the shoc
propagation through the cylinders, and thus alters the in
baroclinic vorticity deposition, particularly on the inner cy
inder edges. In the following sections, we present analy
quantifying the effects of this interaction and providing i
sight into the underlying mechanisms involved.

IV. LARGE-SCALE DYNAMICS OF CONCENTRATION
FIELDS

In this section, we present quantitative analysis of
flow visualization images with the goal of characterizing t
large-scale dynamics of the concentration fields. Sev
measures are introduced, using analogy to solid mecha
concepts, to quantify the geometry of the structures in te
of position and rotation. A new rotationally invariant me
sure of the mixing width is also described.

Several relevant scales are distinguishable in the vo
dynamics of the shock-accelerated gas-cylinder pair~as
shown in Fig. 9!. The largest is the scale of the pair of d
forming gas cylinders~scale 1!. Let us denote the scale of
single deforming cylinder~or ‘‘mushroom cap’’! as scale 2,
followed by the scale of a single vortex forming due to t
initial baroclinic instability ~scale 3!. Finally, the smallest
scale is that of the vortices and interfacial undulations as
ciated with the secondary instability~scale 4!.

While an understanding of the vortex dynamics on t
two smallest scales~3 and 4! requires knowledge of the ve
locity field, a lot about the behavior of the larger features c
be inferred from flow visualization~see, e.g., Fig. 7!. In pre-
vious studies dealing with either a shock-accelerated gas
tain ~Rightley et al.;10,11 Prestridgeet al.13! or a single gas
cylinder ~Prestridge et al.22!, the quantifiable ‘‘integral
scale’’ usually employed for benchmarking was the mixi

l-
FIG. 8. Flow morphologies for two interacting, shock-accelerated gas
inders: strong interaction. Images att50, 50, 190, 330, 470, 610, and 75
ms after shock impact.~a! S/D51.4; ~b! S/D51.2.
 license or copyright, see http://pof.aip.org/pof/copyright.jsp
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FIG. 9. Schematic of the relevant scales in the vort
dynamics of the system.
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zone width, i.e., the streamwise extent of the flow struct
forming due to the RM instability. Both in the case of the g
curtain and the single cylinder, the vortices formed by
initial shock interaction experience little relative moveme
this is untrue, however, for the interacting gas-cylinder p
To appropriately evaluate the mixing zone width in this ca
we must take into account not just the expansion of
‘‘mushroom caps’’~scale 2! due to vortex roll-up, but their
rotation as well.

We introduce several measures for flow visualization i
ages, which are interpreted as concentration maps of
heavy gas. Examples of these measures are depicted in
10, which shows a dynamic image sequence of an evolv
gas cylinder pair atS/D51.6 for scale 1~top! and scale 2
~bottom!. These measures find analogy with notions fro
solid mechanics. For a system ofN particles with massesmk

with coordinates (xk ,yk), k51¯N, the coordinates of the
center of mass are

xcm5
(k51

N mkxk

(k51
N mk

, ycm5
(k51

N mkyk

(k51
N mk

. ~1!

FIG. 10. Integral scales characterizing scales 1~top! and 2~bottom! of an
evolving gas-cylinder pair withS/D51.6. Vertical lines denote the mixing
zone width for each exposure, and horizontal lines are added to show
bounding boxes for each scale. Centers of intensity (xcI ,ycI) are marked in
each dynamic exposure~3!. Circles show radii of intensityr I @Eq. ~3!#, and
lines crossing the circles correspond to the main axis of intensity~see de-
scription in text!.
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An exposure in the flow-visualization bitmap can be i
terpreted as a sequence of intensity valuesI i j , where (i , j )
are the pixel coordinates corresponding to the physical sp
position (iDx, j Dx), Dx being the pixel resolution~which is
the same in thex andy directions!. As discussed in Sec. II
previous research has shown that the intensityI i j of light
scattered by the fog droplets in the plane of the laser sh
grows monotonically with SF6 concentration. We can sub
tract the background intensity level associated with unsee
air and then, using analogy with Eq.~1!, define the center of
intensity (xcI ,ycI) of each exposure thus:

xcI5Dx
( i , j I i j i

( i , j I i j
, ycI5Dx

( i , j I i j j

( i , j I i j
, ~2!

where the summation boundaries ini and j define a rectan-
gular region containing the exposure~as seen in the top hal
of Fig. 10!. Moreover, for two-cylinder experiments, one ca
define the center of intensity foreachcylinder ~or mushroom
cap, as seen in the bottom half of Fig. 10!. A nonlinear rela-
tionship betweenI i j and the average SF6 concentration in the
area corresponding to the pixel might lead to errors in
estimate of (xcI ,ycI). As will be seen, however, the overa
behavior of the intensity-based measures reveals that no
tematic errors arise due to this imperfection.

To provide a quantitative measure of gas-cylinder evo
tion similar to the mixing-zone width in earlier work bu
rotationally invariant, we introduce the radius of intensity f
a deforming gas cylinder:

r I
25

( i , j I i j ~~xi j 2xcI!
21~yi j 2ycI!

2!

( i , j I i j
, ~3!

where (xcI ,ycI) are the coordinates of the center of intens
of the mushroom cap and thei , j summation takes place in
rectangular area enclosing the cap~Fig. 9, scale 2!. The solid
mechanics analog ofr I is the radius of inertia. Examples o
radii of intensity forS/D51.6 are depicted as superimpos
circles in Fig. 10 for scales 1~top! and 2~bottom!.

A comparison of the ‘‘old’’ integral measure~streamwise
mixing-zone width,W! and the ‘‘new’’ one~radius of inten-
sity for scale 2, hereafter referred to asr 2) is presented in

he
 license or copyright, see http://pof.aip.org/pof/copyright.jsp
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FIG. 11. Evolution of the mixing-zone
width, W ~top left!, the radius of inten-
sity @Eq. ~3!# for scale 2,r 2 ~top right!,
and the heightsH1 ~dashed lines! and
H2 ~solid lines! for scales 1 and 2, re-
spectively ~bottom!. Curves corre-
sponding to different initial conditions
are labeled in the plot.
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Fig. 11. In this and all following comparisons in this sectio
quantities are averaged over all realizations. The mixi
zone width exhibits nonmonotonic growth for the initi
spacingS/D52.0 due to the rotation of the ‘‘mushroom
caps’’—a physically unrealistic behavior. Note also that t
overall mixing-zone width appears to be the largest for
control case of the single cylinder and decreases asS/D
increases.

The radius of intensity of scale 2~‘‘mushroom caps’’!
clearly shows the influence of cylinder interaction, decre
Downloaded 26 Aug 2005 to 128.165.51.58. Redistribution subject to AIP
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ing dramatically~by a factor of about 1.5! from the single-
cylinder case to the double-cylinder cases. The depende
of r 2 upon the initial cylinder separation is weaker, althou
there is some evidence that ‘‘weak’’ cylinder interaction
characterized by faster initial growth ofr 2 . This is consistent
with the much faster growth ofr 2 in the control case~single
cylinder!. Note thatr 2 does grow monotonically with time
and is thus considered a more appropriate integral scale
the present problem. For thoroughness we also include
integral measures associated with the total height~spanwise
e

-

FIG. 12. Evolution of the radius of in-
tensity @Eq. ~3!# for scale 1,r 1 ~left!,
and cross-flow distance between th
centers of intensity, dycI ~right!.
Curves corresponding to different ini
tial conditions are labeled in the plot.
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dimension! of the structures (H1) and the height of the indi-
vidual mushroom caps (H2).

The behavior of the radius of intensity of scale 1,r 1 ,
appears to be dominated by the distance between the ‘‘m
room caps’’~see Fig. 12!. To confirm this, we also plot the
cross-flow spacing of the ‘‘mushroom cap’’ centers of inte
sity dycI in Fig. 12. Strictly speaking, forS/D51.2 one can-
not speak of the deforming cylinders as ‘‘mushroom cap
because they do not form vortex pairs; however, our anal
method does not make explicit use of the flow morpholo
The trends inr 1 anddycI are very similar: the fastest cros
flow growth is present in theS/D51.5 case, and it is slowe
for the cases with greater initial separation between the
inders.

The mixing-zone widthW is influenced by the rotation
of the ‘‘mushroom caps.’’ The new integral measuresr 1 and
r 2 are deliberately selected to be rotationally invariant. H
do we characterize the rotation on scale 2? Principles of s
mechanics can be exploited further by introducing the m
ment of intensity about an axis, similar to the moment
inertia. For an axis passing through (xcI ,ycI) at an anglea
with the streamwise coordinate axis~measured counterclock
wise!, the expression

I ~a!5
( i , j I i j ~~xi j 2xcI!sina2~yi j 2ycI!cosa!2

( i , j I i j
, ~4!

describes the central moment of intensity about the axis.
value of a corresponding to the maximum ofI (a) denotes
the direction of themain axis of intensity~analogous to the
main axis of inertia, and represented by a straight l
through the center of intensity in Fig. 10!. Figure 10 shows
that the main axis of intensity of scale 1 is oriented spanw
as expected by symmetry, and that the main axis of inten
of a mushroom cap aligns quite well with its orientatio
Thus, the change in the direction of this latter axis serve
a reliable indicator of the rotation on scale 2. Rotation an
as a function of time and the average rotation rate for
‘‘mushroom caps’’ forming atS/D51.5 and greater are pre
sented in Fig. 13. The rotation angle~seen in the left-hand
plot! is constant with respect to spacing for the first a
second dynamic exposures, but differences between the s
ings become obvious at the third exposure and later in ti
Downloaded 26 Aug 2005 to 128.165.51.58. Redistribution subject to AIP
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As seen qualitatively in the visualizations, the rotation an
increases with decreasingS/D. The rate of rotation is shown
on the right-hand side of Fig. 13. The ‘‘moderate’’ interactio
cases are observed to rotate more quickly, with the cas
S/D51.5 characterized by the fastest rotation rate~about
2500 s21!. As the initial cylinder spacing increases toS/D
52.0, this rate drops to 1200 s21. Following the hypothesis
of TPRVB, this relationship between the rotation rate a
S/D may be interpreted as a manifestation of a strength
parity between the inner and outer vortices at each spac
We confirm this theory in Sec. V using velocity-field me
surements.

V. MEASUREMENT AND ANALYSIS OF VELOCITY
AND VORTICITY FIELDS

In Sec. IV, we quantitatively examine the large-sca
concentration fields and how these fields evolve over tim
The principal mechanism behind this evolution is vortic
induction. In the present section, we quantify the vortic
fields that drive this induction.

We present two-dimensional, planar velocity~PIV! mea-
surements at late time (t5750ms) for three spacings:S/D
52.0, 1.5, and 1.2. Out-of-plane vorticity calculations bas
on these measurements are then presented, including th
solute and relative strengths~circulations! of the vortices.
Additional vortex blob simulations are also performed bas
on these experimental estimates of relative vortex stren
The details of the PIV image acquisition and analysis
provided in Sec. II. As discussed in Sec. II, the veloc
measurements are performed independently of the flow v
alization, and the difficulty of the measurements complica
acquisition of a statistically significant number of realiz
tions ~four to seven are captured at each spacing!. It is none-
theless possible to draw conclusions based on these rea
tions because of the high repeatability of the experiment

A. Velocity fields

A sample PIV image is shown in Fig. 14 forS/D52.0.
The image is one of two taken for each realization~the other
looks very similar!, and it is oriented to match the visualiza
tion data~i.e., the flow is left to right!. The camera field of
-

FIG. 13. Rotation angle of ‘‘mush-
room caps’’ vs time after shock pas
sage ~left!, and the average rotation
rate as a function of the initial cylinder
spacing,S/D ~right!.
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view extends slightly across the spanwise midplane of
double-cylinder structure, so that one of the two unsta
cylinders is captured on each shot. The captured area is
picted in a reference visualization image below the PIV i
age in Fig. 14—the box represents the camera field of vi
The timing of the measurement corresponds to the sixth
namic flow visualization exposure. The timing and field
view are fixed for all shots and spacings.

PIV velocity vector maps are presented in Fig. 15
S/D52.0, 1.5, and 1.2. One sample realization is selec
per spacing; however, as with the visualization results,
selected realizations are representative of the body of
~for a given spacing!. In each plot, a streamwise convectio
velocity, Uc'100 m/s, is subtracted from the total field, a
the plotted velocity vectors are fluctuating relative to th
frame, so that the viewer is effectively moving in a fram
with the structure. This permits proper visualization of t
vortices~Adrian et al.42!. A reference vector of 15 m/s is als
included on each plot. This magnitude approximately cor
sponds to the rms fluctuating velocity magnitude, and is a
approximately one-half of the maximum fluctuating veloc
magnitude on each plot. Adjacent to each velocity field
one of the two PIV images from which the velocity is calc
lated. As discussed earlier, optimum PIV seeding is co
pletely uniform, but slight differences in seeding density b
tween the SF6 and air permit crude visualization of the flo
structures while maintaining a sufficiently high PIV signa
to-noise ratio for reliable measurements. This crude visu
ization is sufficient to provide a structural reference for t
velocity data. The approximate locations of the vortex co
are represented by white dots.

Velocity vectors forS/D52.0 are seen in Fig. 15~a!. As
expected, the flow is dominated by two counter-rotating v

FIG. 14. Sample PIV image att'750ms for S/D52.0. The image is the
second of two images acquired per realization. PIV field of view is rep
sented by box in the reference image below.
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tices, which correspond to the two regions of roll-up in t
associated raw PIV image. As in the single-cylinder case,
region between the vortices is subject to the greatest ind
tion, with peak fluctuating velocities around 30 m/s. T
outer~lower in this view! vortex qualitatively appears large
and stronger, and the angle between the two is consis
with the earlier visualization results~and, of course, the as
sociated PIV image!.

A velocity field for a moderate interaction case,S/D
51.5, is presented in Fig. 15~b!. The outer vortex is again
obvious and appears to be the dominant structure of the fl
More careful inspection of the plot also reveals a small,
parently weaker, inner vortex, located at approximatelyx
52.5 mm, y54.5 mm. The core of this vortex is movin
with a spanwise velocity ofVc56 m/s with respect to the
reference frame moving with the streamwise convection
locity (Uc5100 m/s). This velocity is induced by the dom
nant outer vortex, which sweeps the weaker vortex outwa
The appearance of velocity vectors corresponding to circ
streamlines in a given reference frame provides strong
dence that~i! a vortex exists at this location, and~ii ! this
vortex is moving at the subtracted convection velocity42

Thus, the ‘‘disk’’ of dense gas visualized in Fig. 7~b! at late
time actually corresponds to a small vortex, and is like
being rotated around the dominant~outer! vortex, as hypoth-
esized earlier.

Figure 15~c! presents a velocity field for an initial spac
ing of S/D51.2. As suggested by the visualization data, t
late-time flow is dominated by a single vortex from ea
cylinder; the two cylinders thus form a counter-rotating vo
tex pair. As in the single-cylinder case, the greatest indu
velocities lie on the spanwise midplane.22 These velocity
maps also contain information about the smaller flow sca
although this information is not readily apparent in the p
because of the strength of the two dominant vortices~larger
scales!. Small-scale fluctuations are typically manifest as d
continuities between vector lengths or directions; careful
amination of Figs. 15~a!–15~c! will reveal such discontinui-
ties. Small-scale activity is more readily revealed, howev
in vorticity maps.

B. Vorticity fields

The out-of-plane vorticity,vz , is calculated from the
two-dimensional velocity field as follows. At a given poin
one defines a 333 neighborhood of vectors around the poi
in question and calculates the local circulation about t
point by line integrating the scalar product of the veloc
vectors and the differential vector length over the eight s
rounding vectors~Stokes’ theorem is used to relate the lin
integral to the circulation!. The vorticity is obtained by di-
viding by the area within the contour defining the neighb
hood ~Reusset al.43!:

vz5
1

A R
C
u"dl. ~5!

Instantaneous vorticity maps for the three realizations
Fig. 15 are presented in Fig. 16. ForS/D52.0, seen in Fig.
16~a!, the results are consistent with expectation: two la

-
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FIG. 15. Instantaneous velocity fields for one of two shock-accelerated gas cylinders att5750ms. Vectors are fluctuating relative to the frame in which t
structure is convecting~'100 m/s, left to right!. Field of view as in Fig. 14. One PIV image associated with each velocity field is also included for refer
with the approximate location of vortex cores represented by white dots:~a! Weak interaction,S/D52.0; ~b! moderate interaction,S/D51.5; ~c! strong
interaction,S/D51.2.
ca
x

er

rn
ch
ith
m
re-

ite
vity
regions of opposite-sign vorticity exist at the apparent lo
tions of the vortices in the velocity field. The outer vorte
~positive vorticity! is larger than the inner one, but the inn
structure still has relatively high levels of vorticity (uvzu
.50 1/ms) within its core.

Inspection of vorticity maps at the other spacings,S/D
51.5 @Fig. 16~b!# and S/D51.2 @Fig. 16~c!#, reveals simi-
Downloaded 26 Aug 2005 to 128.165.51.58. Redistribution subject to AIP
-larities between the three. In particular, the vorticity patte
associated with the outer vortices is strikingly similar in ea
case. The core consists of a region of intense vorticity, w
levels ofvz decreasing with increasing radial distance fro
the core. Also, the strength of these vortices appears to
main roughly constant with spacing, qualitatively—desp
the fact that the basic morphologies exhibit a keen sensiti
 license or copyright, see http://pof.aip.org/pof/copyright.jsp
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to spacing. Long bands of positive and negative vorticity
observed to curl outwards from the outer vortex core in e
case toward the inner vortex~or toward the spanwise mid
plane, in the case ofS/D51.2). These bands of vorticity ar
associated with the bands of dense gas seen in the flow
sualization, which connect the outer and inner structures.

FIG. 16. ~Color! Instantaneous vorticity fields for one of two shoc
accelerated gas cylinders. Results are calculated from the velocity fiel
Fig. 15. Field of view as in Fig. 14.~a! Weak interaction,S/D52.0; ~b!
moderate interaction,S/D51.5; ~c! strong interaction,S/D51.2.
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vorticity bands are interpreted as regions of shear along
air–SF6 interface, created by velocity differences betwe
the SF6 and air, although baroclinic mechanisms may also
active ~Cook and Miller,23 Zabusky24!. In some cases
smaller-scale structure is apparent in these bands. For
ample, a waviness of the vorticity contours is evident in F
16~a!, which is likely associated with the waviness of th
air–SF6 interface observed in the visualization~recall that
this is interpreted as a manifestation of a secondary insta
ity!. A thorough investigation of this small-scale structure
beyond the scope of the present paper.

In contrast with the outer structures, the characteris
of the inner vortices change significantly with spacing. T
inner vortex in Fig. 16~a! (S/D52.0) appears relatively
strong. Indeed, visualizations show that the inner vortex
duces significant roll-up of the dense gas associated wi
band of vorticity, similar to that seen in the stronger ou
vortices. As the structures move closer together, as in
16~b!, the inner vortex now appears significantly weak
consistent with the interpretation of TPRVB. The area of t
structure and its peak levels of vorticity are significantly r
duced. It is interesting to note that a small ‘‘tail’’ of negativ
vorticity @located at approximatelyx52.4 mm,y56.4 mm in
Fig. 16~b!# appears to form from the inner vortex. This fe
ture, although subtle, is not unique to this realization—it a
appears in the other vorticity maps at this spacing. Moreo
the visualizations reveal a similar ‘‘tail’’ of dense gas emer
ing from the ‘‘disks’’ of gas associated with the inner vort
ces at this spacing@see results att5610 and 750ms in Fig.
7~b!#. Inspection of Fig. 7~b! reveals that this concentratio
tail first becomes apparent at the second dynamic expos
t5190ms, and grows until it is most obvious att
5610ms. At t5750ms, however, it is far less obvious tha
at the previous exposure. This apparent disappearance o6

is rather mysterious, until one considers the vorticity dis
bution evident in Fig. 16~b!. The tail of vorticity, and the
vorticity associated with the vortex itself, would likely act t
entrain the concentration tail back toward the vortex co
Hence, this ‘‘disappearance’’ of the dense gas might well
real, and a simple consequence of vortex induction. Unfo
nately, with the present data, the mechanisms behind the
tial formation of the concentration tail, and its subsequ
growth, are unclear.

Finally, for the case of ‘‘strong’’ interaction, seen in Fig
16~c!, the vorticity maps reveal no concentration of vortici
that might correspond to an inner vortex. This observati
of course, is consistent with our interpretation of the flo
visualization results, but now we have quantitative confirm
tion that no inner vortex exists at late time forS/D51.2.
Thus, it appears from Fig. 16 that the outer vortices do
change significantly with initial cylinder spacing, but that th
inner vortices become significantly weaker with decreas
spacing, and, in the limiting case of strong interaction, ce
to exist.

We may rigorously investigate these interpretations
explicitly calculating the circulation for the inner and out
vortices. In Fig. 17, the vortex circulationG is plotted as a
function of initial cylinder spacing for both inner and out
vortices in all realizations. The strength of the outer vortic

in
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represented by circles, is roughly constant for all spaci
considered. In fact, the mean values of outer-vortex circu
tion for the cases ofS/D51.2, 1.5, and 2.0 areGo50.225,
0.231, and 0.232 m2/s, respectively, where the subscript ‘‘o’’
denotes the outer vortex. Thus, the strength of the outer
tices appears to be independent of the initial cylinder sp
ing, and hence, the degree of interaction.

The circulations of inner vortices, represented by d
monds, are also plotted forS/D52.0 and 1.5. AtS/D
52.0, it turns out that the inner vortices are substantia
weaker than the outer ones, even though the flow visual
tion images reveal that they induce substantial roll-up of
dense gas. Their mean circulation isG i50.103 m2/s ~where
the subscript ‘‘i’’ denotes inner!. The resulting ratio between
the outer and inner vortices isGoi5Go /G i52.25. Thus, even
the greatest spacing (S/D52.0) shows a significant degre
of interaction. At S/D51.5, the mean circulation isG i

50.042 m2/s, much lower thanGo . In this case,Goi55.5. It
should be noted that in all cases, the data show relativ
little scatter, particularly when considered in the context
shock-accelerated, RM-unstable flows. This consistency

FIG. 17. Circulation,G, vs nominal initial spacing,S/D, for both inner and
outer vortices in all realizations:~s! outer vortices;~L! inner vortices.
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testament to the repeatability of the experiment itself, an
also provides indirect, but important, validation of the dia
nostic.

These quantitative results confirm the interpretation
the flow visualization data offered by TPRVB, i.e., that t
inner vortices are weakened by interaction, and that
stronger outer vortices induce the inner ones upstream
eventually outwards at late time. The data also show a
anticipated result, that the strength of the outer vortices is
affected by the initial cylinder spacing, and they allow us
attach approximate quantitative measures to our degre
interaction labels: strong,Goi'`; moderate, 4,Goi,10;
and weak,Goi,4.

In addition to the above-discussed data, a second se
velocity/vorticity measurements is performed for the case
S/D52.0. These results suffer, however, from an experim
tal error: a failure to monitor the concentration of the SF6 in
the seeding box, from which the gas cylinders are formed.
a result, the cylinders were not pure SF6 , but an air–SF6 mix
of unknown concentration. The resulting data clearly exh
characteristics of reduced baroclinic vorticity productio
low roll-up of dense gas around the vortex cores~from visual
inspection! and weak inner and outer vortices~from PIV-
based circulation estimates!. The results, however, permit ex
amination of the effects of SF6 concentration on vorticity
production. Consider the plots shown in Fig. 18. In F
18~a!, the circulation ratio,Goi , is plotted againstS/D. In-
cluded are the data in Fig. 17, atS/D51.5 and 2.0~repre-
sented by circles!, and the additional low-SF6 results at
S/D52.0 ~seven realizations, represented by diamonds!. The
data collapse extremely well forS/D52.0—a total of 11
data points are plotted in that cluster—even though the c
centration of SF6 in the cylinders is varying. Thus, in th
two-cylinder problem, the outer:inner vortex circulation rat
appears to be roughly constant with respect to Atwood nu
ber, A5(r12r2)/(r11r2) for S/D52.0, over the range o
A studied.

An estimate of the variation in SF6 concentration, and
hence the range ofA measured, may be inferred from Fig
FIG. 18. Effect of SF6 concentration on the relative strength of the outer and inner vortices.~a! Circulation ratio,Go /G i , vs nominal initial spacing,S/D, for
both pure and diluted SF6 cylinders.~s! Pure SF6 ; ~L! SF6–air mix. ~b! Circulation ratio,Goi , vs outer vortex circulation,Go , for all vortices atS/D
52.0. Mean is represented by solid line; dashed lines are the mean612%.
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18~b!, in which Goi is plotted against outer vortex strengt
Go . Figure 18~b! shows explicitly the variation, or lack
thereof, inGoi with Go , and, by inference, with SF6 concen-
tration. Here we take advantage of the fact thatGo is ap-
proximately constant over all realizations and spacings
pure SF6 , and assume that any reduction inGo relative to
this ‘‘pure’’ level is due to decreased levels of SF6 concen-
tration. We further assume thatGo is proportional to the
baroclinic vorticity deposition. The theoretical vorticit
deposition estimates of Samtaney and Zabusky16 and Picone
and Boris17 are then used to estimate the concentration
SF6 in the cylinders that would yield our measured reduct
in Go . The lower bound for SF6 concentration is calculate
by taking the lowest value ofGo plotted, approximately
0.132 m2/s, and dividing it by the mean value forGo at this
spacing, 0.232 m2/s; this yields Go,mix /Go,pure50.57. The
theoretical estimates based on this value yield a concen
tion of SF6 in the cylinders in the range 30%–40%. Assum
ing that the concentration is 35%, the corresponding rang
Atwood number shown in Fig. 18~b! is 0.41,A,0.67.
Hence, this is the approximate range ofA over which Goi

appears to be constant forS/D52.0.

C. Vortex blob simulation

If our measurements of the vorticity field are accura
and the hypothesis of TPRVB~that the variation inGoi is
strongly affecting the flow morphologies! is correct, then it
should be possible to perform refined vortex blob simu
tions, based on the experimentally measured circulatio
that will more closely reflect the experimental results. In F
19, results are presented at late time for vortex blob sim
tions with S/D52.0, 1.5, and 1.2. The morphologies in th
left-hand column are computed with ‘‘ideal’’ baroclinic vo
ticity deposition, i.e.,Goi51.0. The morphologies in the
right-hand column are computed using the experiment
measured values ofGoi for each spacing. The initial condi
tions are included on each plot for clarity.

At each spacing, the flow morphologies based on
measuredGoi show excellent qualitative agreement with t
morphologies observed experimentally. In Fig. 19~b!, for ex-
ample, each cylinder has evolved into a vortex pair with
angle of rotation and shape very similar to that seen in
experiment forS/D52.0 ~compare with Fig. 6~a! at late
time!. ForS/D51.5, see Fig. 19~d!, the simulation leads to a
dominant outer vortex, an apparent ‘‘disk’’ of dense gas r
resenting the weak inner vortex, and a higher rate
rotation—a very similar pattern to that seen in Fig. 7~b! at
late time. For the case of strong interaction, as seen in
19~f!, the simulation also bears close resemblance to the
periment. The marker particles are induced around
dominant vortices, yielding a morphology much like that
Fig. 8~b!, also withS/D51.2. It should be noted that at ear
times, not presented here, there is slight disagreement
tween the simulations and experiment, even in the cases
measuredGoi . Specifically, a small cusp appears in the sim
lations along the material connecting the vortices. We s
pect that this slight difference is due to a difference in
Downloaded 26 Aug 2005 to 128.165.51.58. Redistribution subject to AIP
r

f

a-
-
of

,

-
s,
.
a-

ly

e

n
e

-
f

g.
x-
o

e-
ith
-
s-
e

spatial extent of the deposited vorticity between the exp
ment and the idealized simulation.

In contrast, the simulations with ‘‘ideal’’ vorticity depo
sition result in morphologies that are qualitatively very d
ferent from those in the experiment. In each case, the in
vortices are mutually induced forward, as discussed in S
III ~see the left-hand column of Fig. 19!. As the cylinders are
moved closer together, the induced velocity of the vortic
increases, to the point in Fig. 19~e! where the inner vortices
self-induce out of the field of view at early time and entra
only a few marker particles.

The high level of qualitative agreement between the
vortex blob simulations and the experimentally observ
morphologies provides indirect confirmation of the diagno
tic and further support of the TPRVB hypothesis that t
flow patterns are a result of weakened inner vortices. T
agreement also suggests that the postshock flow evolu
may be modeled reasonably well using incompressible,
viscid vortex dynamics.

VI. DECOMPOSITION AND STATISTICAL ANALYSIS
OF INTENSITY FIELDS

It is desirable to distinguish those components of
flow field that are deterministic in nature from those that a

FIG. 19. Vortex blob simulations at late time with ideal and experimenta
measured circulation ratio,Go /G i5Goi , for three spacings.~a! Weak inter-
action, ideal case:S/D52.0,Goi51. ~b! Weak interaction, measured value
S/D52.0, Goi52.25. ~c! Moderate interaction, ideal case:S/D51.5, Goi

51. ~d! Moderate interaction, measured values:S/D51.5, Goi55.5. ~e!
Strong interaction, ideal case:S/D51.2,Goi51. ~f! Strong interaction, mea-
sured values:S/D51.2, Goi5`.
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stochastic in nature. Many statistical procedures applied
steady flows, however, become inappropriate or difficult
transitional, e.g., shock-accelerated, flows. One impor
example of such a procedure is ensemble averaging. W
clearly desirable for both qualitative and quantitative ana
sis, aspects of the current experiment make this anal
troublesome. One general issue is the sensitivity to ini
conditions, discussed previously. A more specific issue is
presence of a slight timing jitter between the shock pass
the pressure transducers and the firing of the lasers.
timing jitter leads to an effective spatial ‘‘jitter’’—i.e., the
structures will appear on the recording media at differ
spatial locations—that renders traditional ensemble ave
ing techniques inappropriate. In the present work, we
iterative correlation-based ensemble averaging~CBEA! to
overcome these difficulties. This procedure extracts the
sistent character of the structure, thereby obtaining a me
ingful ensemble average, and permitting decomposition
the concentration field into mean and fluctuating com
nents. For most spacings, we find that flow features at
large scales~scales 1 and 2, as defined earlier! and the inter-
mediate scales~scale 3! are deterministic, while the sma
scales~scale 4! are stochastic.

A. Correlation-based ensemble averaging

In the CBEA procedure, the six dynamic exposures
each image are separated into individual image sections
that there is one section per realization per time after sh
impact. Then all of the sections for a given intercylind
spacing and time of exposure~typically around 15! are ana-
lyzed as a group to yield one ensemble-averaged re
These ensemble averages are then recombined to show
evolution of the average structure at a given spacing.

The analysis procedure is a template-matching sch
similar to that used by Soloff44 to identify coherent structure
in a turbulent pipe flow. A schematic of the procedure
presented in Fig. 20. In each case, one image section is
lected as an initial intensity ‘‘template,’’I t , and matched to
the remaining image sections at that spacing and time~inten-
sity ‘‘fields,’’ I!. The match is optimum in the sense that t
mean square error between the field and the template,

FIG. 20. Schematic of iterative correlation-based ensemble avera
~CBEA! procedure. A template,I t , is matched to a field,I, by varyingxo to
minimize the mean-square error between the two over the domainD. The
region of optimum match is extracted, and used to create the next tem
or to form the final ensemble average.
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~ I ~x!2I t~x2xo!!2dA, ~6!

is minimized over the domainD. This minimization requires
maximization of the following correlation function:

RII t
5E

D
I ~x!"I t~x2xo!dA ~7!

with respect to the displacement vector,xo. At this optimum
xo, the regionI (x2xo) is extracted from the field. The ex
tracted regions from all fields are then ensemble average
the traditional sense, yielding the conditional average^I (x
2xo)uxo&.

This result, derived directly from the images themselv
is then used as the template during a second iteration inv
ing all of the image sections as fields. This second iterat
produces the ensemble average. The iterative proce
minimizes dependence on the initial choice of template a
converges quickly. Potential bias in the ensemble aver
due to slight variations in seeding density or laser pulse
tensity from shot to shot are removed by a normalizat
procedure prior to analysis. Thus, CBEA yields o
ensemble-averaged result~i.e., mean field! for each exposure
time and cylinder spacing. An important advantage of
procedure is that the fluctuating fields are easily obtained
subtracting the ensemble-averaged field from each of the
gions extracted from the original dynamic images~i.e., total
fields!.

Results from the CBEA procedure are presented in F
21 for three values ofS/D. As mentioned previously, eac
exposure is the result of one CBEA analysis, and the res
at a given spacing are recombined for presentation. The
erage fields for the case ofS/D52.0 are shown in Fig. 21~a!.
Note that these average fields look qualitatively similar to
instantaneous fields given in Fig. 6~a!. A significant amount
of structure is observed to persist through the ensemble
erage; this includes the largest scales, associated with
cylinder separation and size~scales 1 and 2!, and the inter-
mediate scales, associated with each individual vortex~scale

ng

te

FIG. 21. Average concentration fields computed with correlation-based
semble averaging~CBEA!. ~a! Weak interaction,S/D52.0; ~b! moderate
interaction,S/D51.6; ~c! strong interaction,S/D51.2.
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FIG. 22. Root-mean-square intensit
based on fluctuating intensity field
from CBEA decomposition.~a! Nor-
malized rms intensity,s I /I max, vs
time after shock passage,t, for all
spacings. Error bars represent 95
confidence intervals.~b! Normalized
root-mean-square intensity for initia
condition images, s I ,IC /^s I ,IC&, vs
nominal initial spacing,S/D.
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3!. Differences between the total and average fields app
primarily in the smaller flow scales. For example, the wa
ness present along the air–SF6 interface in the instantaneou
fields ~Figs. 6–8! at late time is not visible in the averag
fields; this absence is likely due to the fact that the phas
the secondary instability is random from shot-to-shot, an
is thus averaged out. The persistence of the large and i
mediate scales through the average suggests that the C
procedure is effectively capturing the character of the fl
morphologies. It also suggests, just as importantly, that
flow is deterministic on these scales—strong evidence of
repeatability of the experiment. Furthermore, the CBEA c
centration fields for the other example of weak interacti
S/D51.8, are very similar, in terms of the structural level
detail.

The average structures for an example of strong inte
tion, S/D51.2, are seen in Fig. 21~c!. While these mor-
phologies are different from those in Fig. 21~a!, they exhibit
similar behavior in the sense that both the large and inter
diate scales of the flow clearly emerge from the ensem
average. Additionally, the CBEA results from the other e
ample of strong interaction (S/D51.4) are consistent with
those shown here, again in terms of the level of structu
detail and implications for experimental repeatability. As
Fig. 21~a!, any manifestation of a secondary instability
averaged out, despite the clear appearance of waviness a
the air–SF6 interface in Fig. 8~b!. As might be expected
these small-scale effects are more clear in the fluctua
fields; however, as mentioned previously, an investigation
small-scale activity is beyond the scope of the present w

An unexpected result is that the high degree of repe
ability seen in the above-given examples is not apparen
the spacings associated with moderate interaction. An
ample of average structures in this case is presented in
21~b!, for S/D51.6. In this example, and in the data fo
S/D51.5, the images are characterized by a slight blurri
or smearing, of the structures, particularly at late time. O
viously, this blurring is not removed by the ensemble av
aging procedure, and is thus a manifestation of alteration
the flow structures on certain scales. While one structure~the
upper one! contains a relatively high level of detail, the oth
~lower! structure does not. This difference is a simple con
quence of the CBEA procedure—the matching algorithm
vors one cylinder over the other, and ‘‘locks on’’ to it, likel
Downloaded 26 Aug 2005 to 128.165.51.58. Redistribution subject to AIP
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due to slight differences in intensity between the cylinde
The implications of the resulting average field remain t
same, of course, regardless of which cylinder is ‘‘locked o
to. Examination of the image suggests that the blurring is
to variations in the spacing between the two unstable cy
ders ~scale 1!, and/or slight variations in the rotation rat
This relative increase in the variability of the moderate int
action case is consistent with the notion of a transition
tween two flow regimes occurring atS/D;1.5.

B. rms fluctuating intensity

We investigate sensitivity to initial conditions by calcu
lating the rms intensity fluctuations in the traditional sen
Here, the extracted intensity fields are used, i.e., those
tially registered with their associated ensemble-avera
field. Then the total intensity field,I (x,y), is decomposed as
I (x,y)5^I (x,y)&1I 8(x,y), where^I (x,y)& is the ensemble-
averaged intensity field andI 8(x,y) is the fluctuating inten-
sity field. The rms fluctuating intensity,s I , is calculated as

s I5F(x(y~T~x,y!I ~x,y!2T~x,y!^I ~x,y!&!2

Np
G1/2

, ~8!

where the summations are carried out over all realizatio
T(x,y) is a thresholding indicator function given by

T~x,y!5H 1 if I ~x,y!1^I ~x,y!&>2Ti

0 if I ~x,y!1^I ~x,y!&,2Ti ,
~9!

andNp is the total number of pixels considered, i.e., abo
the threshold. The threshold level,Ti , is set at 12% of the
maximum intensity to eliminate any contribution, or fals
reduction, due to the consideration of regions of backgrou
noise.

The rms results are presented in Fig. 22. In Fig. 22~a!,
the normalized rms fluctuating intensity,s I /I max, is plotted
as a function of time after shock passage, for all spaci
considered. Here, the symbol shape corresponds to the
classification in terms of the degree of interaction~e.g.,
squares correspond to ‘‘strong’’ interaction, and so on!. Error
bars are also included for each point. The width of the l
segments on the end of the bars is varied for each spac
although the bars overlap because the images are obtain
the same times. These error bars represent the 95% c
 license or copyright, see http://pof.aip.org/pof/copyright.jsp
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dence intervals for our estimate ofs I due to sampling error
The greatest uncertainty~interval! associated with any poin
is 60.018.

The rms values for four of the spacings@S/D51.2, 1.4,
1.8, and 2.0, Fig. 22~a!# are quite consistent with one an
other. These curves start out at arounds I /I max50.06, at the
first dynamic pulse, and then increase slightly tos I /I max

'0.08; they remain at this approximate level for the durat
of the realization, with some variation in time. At each tim
however, the values ofs I /I max for these four lower curves
are very consistent, in the sense that the associated error
overlap, often significantly. There appears to be a slight
duction ins I at the sixth dynamic pulse. This reduction m
be an indication of the homogenization of the structure
late time.What is most significant in terms of the effects
the initial cylinder spacing on the structural evolution, ho
ever, is that for these four spacings the results are v
consistent—and these are the spacings associated with
weak and strong interaction cases.

In contrast, the two curves associated with moderate
teraction,S/D51.5 and 1.6, exhibit quite different behavio
While at the first dynamic pulse, there is general agreem
in the data, these curves show a sharp increase ins I at the
second pulse.~Note that no value ofs I is obtained att
550ms for S/D51.5, due to a reflection from the secon
dynamic pulse that overlaps the image from the first dyna
pulse at this spacing.! The difference between the modera
cases and the other cases becomes statistically significa
this time, in the sense that the error bars associated with
points do not overlap~though just barely!. This difference
persists for all later times measured, withs I values approxi-
mately 50% higher than those for all other spacings, an
clear separation of the associated error bars. Hence, the
suggest that the moderate interaction case is transitiona
tween two flow regimes and thus less deterministic than
weak or strong cases, as it appeared from a qualitative
amination of the ensemble-averaged morphologies.

We must ensure that the observed effects are not rel
to the initial conditions. A similar decomposition and rm
analysis is performed on the initial condition images for ea
spacing. The results are presented in Fig. 22~b!. Here, the IC
normalized rms fluctuating intensity,s I ,IC /^s I ,IC&, is plotted
againstS/D, where the brackets here denote an average o
all spacings. It is clear from the figure that there is relativ
little variation in s I ,IC with spacing, so the initial condition
are controlled equally well for all spacings. In particular, t
two points associated with moderate interaction,S/D51.5
and 1.6, are very close to the mean.

Thus, it appears that the statistically significant diffe
ences observed in Fig. 22~a! for the moderate interaction
cases represent real differences in behavior between the
tial spacings—specifically, a particularly keen sensitivity
the flow structures to the initial conditions forS/D51.5 and
1.6. Also of interest is the fact that the deviation appears
occur not immediately, but between the first and second
namic images. It may be the case that the effects of vo
induction are initially manifest during the second image.
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VII. MECHANISMS OF INTERACTION

In the preceding sections, we have quantified the effe
of cylinder–cylinder interaction on the postshock flow mo
phologies and the associated velocity/vorticity fields. T
most apparent effect of this interaction, in terms of deviat
from the single-cylinder case, is a severe weakening of
inner vortices. Vortex blob simulations have further demo
strated that such an alteration of the vorticity field at ea
time may lead to the observed flow morphologies. In t
section, we outline and discuss four possible mechanism
which this interaction may occur.

One possible type of interaction is vorticity cancellatio
or vortex annihilation between the inner vortices, whi
would take place after shock passage and the initial vorti
deposition. A second potential mechanism of interaction
curs during the passage of the shock wave through
double-cylinder configuration of dense gas. Such an inte
tion would affect the initial baroclinic vorticity deposition, in
some way weakening the inner vortices relative to the ou
ones. A third type of interaction might involve reflecte
shock waves that reverberate between the cylinders w
they are in close proximity, i.e., immediately after shock p
sage ~Cranfill,45 Rider46!. A fourth potential interaction
mechanism involves the oscillation~or propagation! of
acoustic waves between~or through! the cylinders, during
shock passage and at much later times.

The first mechanism, postshock vortex annihilatio
could intuitively cause a severe alteration in the vortic
field; however, such a catastrophic annihilation would like
leave a strong footprint in the flowfield. For example, o
would expect to see seemingly random, small-scale remn
of vorticity, but there is no evidence of these at late tim
Furthermore, one would expect that such an interact
would be manifest in the flow morphologies, but this is n
apparent either. The fourth mechanism~acoustic waves! may
indeed be present in the system, but its greatest effect w
likely be to create small-scale positive and negative con
butions to the vorticity on both sides of existing density g
dients. It seems unlikely that a series of acoustic wa
would create a severe, large-scale net change in the vort
field, like that observed experimentally. It seems most like
then, that the strongest interaction occurs at early time, ei
during the initial shock passage~mechanism 2! or immedi-
ately thereafter via reflected shocks~mechanism 3!.

Let us consider ‘‘mechanism 2’’ first. In this interpreta
tion, the initial baroclinic vorticity deposited on the inne
edges of the cylinders is less than that on the outer edge
the cylinders, and this vorticity distribution drives the flo
evolution in rough accordance with incompressible vor
dynamics. This idea is consistent with the fact that the
compressible, idealized vortex blob simulations yield m
phologies that are qualitatively very similar to those o
served in the experiment. One key issue associated with
mechanism is: what happens during the shock passag
yield the weak inner vortices? One simple but feasible ide
that diffusion of the SF6 is becoming important, and the cy
inders begin to overlap at some concentration level, so
the baroclinic production is weaker for the inner structur
 license or copyright, see http://pof.aip.org/pof/copyright.jsp
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Another possibility is that the shock undergoes complex d
tortions or refractions~e.g., shock focusing! that affect the
~mis!alignment of the pressure and density gradients,
hence affect the baroclinic vorticity production.

The other likely interaction mechanism is via reflect
shocks that reverberate between the cylinders immedia
after the initial shock passage. In this model, the inner ed
of the cylinders~and the associated inner blobs of deposi
vorticity! would be subject to pressure gradients or wa
distinct from those seen on the outer edges of the cylind
Hence, the properties of the resulting inner vortices might
quite different from the outer structures, which is consist
with observations, although the exact mechanisms by wh
the inner vorticity is altered or destroyed are not clear.

VIII. SUMMARY AND CONCLUSIONS

We experimentally investigate the evolution and inter
tion of two shock-accelerated, RM-unstable gas cylinde
The cylinders are impacted by a planar, Mach-1.2 sh
wave, and the initial spanwise separation of the cylinder
varied incrementally fromS/D51.2 to 2.0. On each realiza
tion, concentration fields are visualized immediately bef
shock impact and at six times after shock impact by seed
the heavy gas with fog droplets. In a series of independ
realizations, velocity~and vorticity! fields are obtained at on
~late! time using particle image velocimetry; here, the hea
gas and carrier air are both seeded.

The morphologies of the unstable flow structures are
served to be highly sensitive to the initial cylinder spacin
The data sets are classified into groups, according to
observed degree of interaction between the cylinders~fol-
lowing TPRVB!: weak (S/D52.0 and 1.8,Goi,4), moder-
ate (S/D51.6 and 1.5, 4,Goi,10), and strong (S/D51.4
and 1.2,Goi'`) interaction.

The effects of this interaction are quantified using bo
visualization and velocimetry. Several measures are in
duced to quantify the large-scale concentration fields us
principles of solid mechanics, including the ‘‘radius of inte
sity’’ as an estimate of mixing-zone width. Analysis revea
that the moderate interaction cases, in particularS/D51.5,
exhibit the greatest rotation rate. It is hypothesized that
rotation is caused by a difference between the outer and i
vortex strengths. Measurements of the vorticity fields at l
time show that, indeed, a principal effect of the interaction
to weaken the innermost vortices: the circulation of the ou
vortices is observed to be independent of the cylinder sp
ing, while the inner vortices become weaker as the spacin
reduced. Furthermore, idealized vortex blob simulatio
based on the measured circulation ratio yield concentra
morphologies that closely resemble the flow patterns
served experimentally.

An iterative, correlation-based, ensemble-averaging p
cedure successfully extracts the persistent character o
unstable flow structures, and permits decomposition of
concentration fields into mean~deterministic! and fluctuating
~stochastic! components. The persistence of the large a
intermediate scales through the average also provides st
evidence that the experiment is highly repeatable. While
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structures at all spacings are sensitive to the initial con
tions, rms fluctuating intensity calculations reveal that t
structures associated with the moderate interaction case
a particularly keen sensitivity to the ICs.

The present results do not permit conclusive quantifi
tion of the specific mechanisms of interaction. The abo
presented body of data, however, is consistent with the
pothesis that the key cylinder–cylinder interaction occ
during the initial shock passage and baroclinic vortic
deposition.
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